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ABSTRACT 
 

The use of change detection algorithms to identify regions of interest in video sequences has long been a stepping 

stone in high level applications. They allow the subtraction of static background from scenes where relevant objects 

are always in motion. Subsense means Substance Sensitivity Segmenter. The paper aims at developing a system that 

provides mainly three concepts edge detection, object tracking and online video analysis.  The concept, edge 

detection for motion detection is done by using the Canny edge detection algorithm. 
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I. INTRODUCTION 

 

Security is one of the most important problems all over 

the world. The proposed is basically concerned on the 

use of automatic motion detection application using 

webcams for security purpose. Today in our society, 

security is one of the major issues and having a 24*7 

human eye is just impossible. Motion Detection 

Application Using Web Camera is just one of the 

applications which help us to achieve this goal. In order 

to be secured of safety, it is useful to realize and manage 

smart surveillance system combined with image 

processing techniques.  

 

The rapid development in the field of digital image 

processing, motion detection and tracking are attractive 

research topics. In recent years, real-time video 

applications were inapplicable due to the expense 

computational time where an intelligent method to 

analyze the motion in a video stream line using the 

methods of background subtraction, frame differencing, 

and optical flow, methods are proposed.  Organizations, 

commercial places and residential areas need to secure 

their facilities; this can be achieved by using security 

monitoring system with latest technology. An intelligent 

video sensor (Motion detector) was developed to support 

the monitoring security systems to detect unexpected 

movement without human intervention.  

 

The conventional systems are mostly human based, and 

it has its drawbacks. In order to eliminate this issues a 

technically enhanced security system need to be 

incorporated. Therefore this gave rise to the need of the 

security system, where new techniques were used in 

these security systems which are based on event 

movement (Motion). Detection of the movement, 

location, speed and any desired information of the event 

from the captured frames can be taken from the camera 

and can be transferred to the analysis part of the system. 

Motion detection is one of these intelligent systems 

which detect and track moving events. 

 

II.  EXISTING SYSTEM 
 

Marr and Hildreth originally proposed the spatial 

coincidence assumption which led to the idea of 

multiscale edge analysis. Having observed that 

significant intensity changes occur at different scales 

within an image, they concluded that optimal detection 

of these changes would require the use of a filter that 

operates at several different scales. They further argued 

that the edge maps of the different scales each contained 

important information about physically significant 

phenomena. If an edge is present at several different 

scales, then it represents the presence of an image 

intensity change due to a single physical phenomenon. If 

an edge is present at only one scale, then it may be that 

two independent physical phenomena are operating to 
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produce intensity changes in the same region of the 

image. However, this assumption is mainly based on 

intuition and some aspects of it still remain open for 

further research. 

 

It has been found that zero-crossings are only reliable in 

locating edges if they are well separated and the signal-

to-noise ratio (SNR) in the image is high. It is shown 

that for ideal step and ramp edges, the location of the 

zero-crossing is exactly at the location of the edge. 

However, the location shifts from the true edge location 

for the finite-width case. This shift is a function of the 

standard deviation of the Gaussian. The other problem is 

the detection of false edges. The reason is that zero-

crossings correspond to local maxima and minima in the 

first derivative of an image function, whereas only local 

maxima indicate the presence of real edges. LOG 

filtered images also suffer from the problem of missing 

edges—edges in the original image may not have 

corresponding edges in a filtered image. 

 

III. PROPOSED SYSTEM 

 

The rapid development in the field of digital image 

processing, motion detection and tracking are attractive 

research topics. In recent years, real-time video 

applications were inapplicable due to the expense 

computational time where an intelligent method to 

analyze the motion in a video stream line using the 

methods of background subtraction AND frame 

differencing are proposed. The system takes a video as 

input either from the webcam or from a file which 

contains an input video. The proposed system does three 

functions:  Motion detection using canny edge detection, 

Object tracking and Online video. 

 

A. Motion Detection 

 

In detection of motion process, first of all the 

background image (initial frame) must be converted into 

gray scale and then the current image is converted into 

the gray scale image since in a gray scale conversion the 

range of the color is from 0-256 only. Reducing the 

number of point features in each model evaluation 

requires us to be more intelligent about choosing them in 

the first place. It would be impractical to simply find the 

point motion throughout the entire image, and feed all 

resulting features to the model in a single evaluation. 

First of all, the number of features would be very large, 

giving poor performance. Secondly, we would be 

supplying a large number of extraneous point features, 

such as those that are part of the background.  

 

B. Object Tracking 

 

Video tracking is the process of locating a moving 

object (or multiple objects) over time using a camera. It 

has a range of uses, some of which are: human-computer 

relations, security and surveillance, video 

communication and compression, augmented certainty, 

traffic control, medical imaging and video cutting. 

Video tracking can be a time overriding process due to 

the amount of data that is enclosed in video. Adding 

further to the complexity is the possible need to use 

object recognition techniques to track a challenging 

problem in its own right. The objective of video tracking 

is to associate target objects in consecutive video frames. 

The relationship can be especially difficult when the 

objects are moving fast relative to the frame rate. 

Another situation to increase the complexity of the 

problem is when the tracked object changes direction 

over time. For these situations video tracking systems 

usually employ a motion model which describes how the 

image of the target might change for different possible 

motions of the object.  

 

C. Online Video  

 

The main idea is to develop a System to detect the 

human motion and give graphical alert. We are 

developing this idea because earlier methodologies are 

not so accurate and expensive also. Capturing the live 

video nourish into the webcam is the initial step in video 

surveillance. It is impossible to process the video openly, 

so video cycle is collected in series of frames. By 

analyzing images, we can evaluate the existing frame 

captured with earlier frame to identify the motion. A 

video monitoring and detection system is developed 

successfully, which provides an efficient method for 

surveillance purposes and it is aimed to be highly 

beneficial for any person or organization. The system is 

adjustable to the camera movements which were shown 

as detected motion in other approaches because of their 

over sensitivity. Experimental results showed that the 
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proposed method is more robust in nature as it can avoid 

the noise in motion detection. 

IV.  IMPLEMENTATION 

 

The implementation stage involves careful planning, 

investigation of the existing system and it’s constraints 

on implementation, designing of methods to achieve 

changeover and evaluation of changeover methods. 

There are three modules in the system and they are 

detection from files, detection from webcam, and 

detection from online. 

A. File  Detection 

 

File detection is the first system module. Motion 

detection from files contains extract, analysis, generate 

part. First the video file in which the motion is to be 

found is selected and allows it to extract. The extraction 

part is one of the most important parts since extraction 

involves the process of making the frames. The video 

will be divided into various frames in the extraction 

stage. Next is the analysis phase. Here the frames 

generated from the first face, extraction is given as the 

input. Then it will undergo analysis where the 

consecutive frames are compared. From these 

comparisons between frames motion is being identified. 

If motion is detected, it will point out by graphical alert. 

Color rectangles are used as the graphical alert symbol 

around the moving part.  Then the output will be 

generated in the output folder which makes the system 

more users friendly. 

B. Webcam Detection 

 

Motion detection using webcam contains capture, 

analyse and generate. First the video in which the motion 

is to capture from webcam is selected and allow it to 

extract .The extraction part is one of the most important 

part since extraction involves the process of making the 

frames. The video will be divided into various frames in 

the extraction stage. The video will be divided into 

various frames in the extraction stage. Then it will 

undergo Next is the analysis phase. Here the frames 

generated from the first face, extraction is given as the 

input. Then it will undergo analysis where the 

consecutive frames are compared. From these 

comparisons between frames motion is being identified. 

If motion is detected, it will point out by graphical alert. 

Colour rectangles are used as the graphical alert symbol 

around the moving part.  Then the output will be 

generated in the output folder which makes the system 

more users friendly and will provide good security in 

security based applications. 

C. Live  Detection 

 

Capturing the live video feed through a web cam is done 

in live detection. To detect motion the area is first 

monitored and kept under surveillance havein order to 

capture the movements. This is done by using a web cam 

which continuously provides a sequence of video frames 

in a particular speed. Comparing the current frames with 

previous frames to detect motion. Storing the frames on 

the memory if motion is detected. If motion is being 

detected, it is required to store such motion so that the 

user can view it in the near future. Therefore frames 

which help to detect the movements are only being 

stored. Image processing is done on captured frames and 

object is identified as human or non-human. Once 

motion has been detected in the live stream, the software 

will activate a warning system and capture the live 

streaming video and creates an active alert by sending a 

message to the cell phone.  

 

V. CONCLUSION 

 
Motion detection system is one among the latest 

technologies used for security purpose. This is broadly 

used in many computer vision tasks like pose estimation, 

human tracking and face recognition, these are all the 

basic part of computer vision tasks. By using this 

technology, it is possible to monitor and capture every 

motion accurately/precisely in the area of interest. 

Motion detection is a process of confirming a change in 

position of an object relative to its surroundings or the 

change in the surroundings relative to object. Camera 

usage is limited to webcam. There are some 

possible improvements that can be done to 

Subsense. A surveillance camera can be used to monitor 

our offices, banks and houses to lessen and /or prevent 

damages; including as theft, and other types of crimes. 
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